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ABSTRACT

The statistical inelastic cross-section [SICS(D)] model for molecules with discrete rotational energy is used for the Monte Carlo simulation of rarefied nitrogen gases contained between two parallel plates at a large temperature difference with the null-collision direct-simulation Monte Carlo method to compare with the density distributions measured by Alofs et al. [Phys. Fluids 14, 529 (1971)]. Good agreement is found between the experimental and Monte Carlo results for the fully diffuse reflection plates. The rotational distribution near the cold plate indicates the bimodal form represented approximately by the merging of two Boltzmann distributions at the cold and hot plate temperatures.
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1. Introduction

In previous papers, the statistical inelastic cross-section (SICS) model has been developed for the Monte Carlo simulation of molecules with discrete [SICS(D)] or continuous [SICS(C)] rotational energy and applied to the Monte Carlo simulation of nitrogen shock waves. It was shown that the SICS model reproduces well the measured rotational distributions as well as density and rotational temperature profiles through the shock wave.

In this paper, the SICS(D) model is used for the Monte Carlo simulation of rarefied nitrogen gases contained between two parallel plates at a large temperature difference with the null-collision direct-simulation Monte Carlo (NC-DSMC) method in order to make a quantitative comparison with the density distributions measured by Alofs et al. The rotational distribution, the translational and rotational temperatures, and the heat transfer between the plates are also obtained. Because the rotational distribution may be influenced by the mutual diffusion of molecules in various rotational levels, the variable soft sphere (VSS) molecular model is employed for elastic molecular collisions.

In the Monte Carlo simulation the fully diffuse reflection plates may usually be assumed. However, by considering that the thermal accommodation coefficients determined from the free molecular heat-transfer measurements with Knudsen’s formula are not unity, the translational and rotational states of molecules reflected by the plate are taken such that a fraction $\alpha_t$ and $\alpha_r$ of the molecules impinging on
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the plate emerges with the Maxwell and Boltzmann distributions at the plate temperature, respectively, while a fraction \((1 - \alpha_t)\) and \((1 - \alpha_r)\) of the molecules is specularly reflected. Because the translational \((\alpha_t)\) and rotational \((\alpha_r)\) reflection coefficients may be different from the measured thermal accommodation coefficient, the effects of the reflection coefficients are investigated.

2. Elastic and Inelastic Cross Sections

The cross section for elastic collisions is taken as the VSS model developed in Ref. 5 for both the viscosity and diffusion coefficients to be consistent with those of real gases. The differential elastic cross section \(\sigma_{el}^2 (\varepsilon, \chi)\) for the precollision relative energy \(\varepsilon\) and the deflection angle \(\chi\) is given by

\[
\sigma_{el}^2 (\varepsilon, \chi) = \sigma_{el}^1 (\varepsilon) P_{el}(\chi)
\]  

with the total elastic cross section

\[
\sigma_{el}^1 (\varepsilon) = c e^{-\omega t}
\]  

and the elastic probability density function of \(\chi\)

\[
P_{el}(\chi) = \alpha \cos^{2\alpha-1} (\chi/2) \sin (\chi/2).
\]

The values of the VSS parameters, \(c, \omega, \) and \(\alpha\), are listed in Ref. 5 for various gas species.

The cross section for rotationally inelastic collisions is taken as the SICS(D) model developed in Ref. 1 using the statistical assumption of the uncorrelation between the pre- and post-collision quantum states, the microscopic reversibility relation, and Parker’s rotational energy gain function. The differential cross section \(\sigma_{h,ij}^2 (\varepsilon, \chi)\) for the rotational level transitions \(I \rightarrow I'\) and \(J \rightarrow J'\) is given by

\[
\sigma_{h,ij}^2 (\varepsilon, \chi) = \sigma_{h,ij}^1 (\varepsilon) P_{ro}(\chi)
\]  

with the total rotational cross section

\[
\sigma_{h,ij}^1 (\varepsilon) = \zeta_{h,ij}^2 (E) \sigma_{el}^1 (\varepsilon)
\]  

and the rotational probability density function of \(\chi\)

\[
P_{ro}(\chi) = P_{el}(\chi).
\]

The uncorrelation function \(\zeta_{h,ij}^2 (E)\) is given by

\[
\zeta_{h,ij}^2 (E) = C(E) \frac{g_i g_j}{g_i g_j} (E-E_i+E_j) \times \sigma_{el}^1 (E-E_i+E_j), E > E_i+E_j,
\]

where \(g_i = 2J_i + 1\) and \(E = k\theta_r (J+1)\) are the degeneracy and energy of the \(J\)th rotational level, respectively, \(k\) is the Boltzmann constant, \(\theta_r\) is the characteristic rotational temperature, and \(E = \varepsilon + E_i + E_j\) is the total energy. The function \(C(E)\) is given by

\[
C(E) = 2\Delta E_r (E) / G_r (E)
\]  

with the rotational energy gain

\[
G_r (E) = \left\{ c [ (2 - \omega)(3 - \omega)(4 - \omega) \times (k\theta_r)^{\omega} ] \right\} E^{\omega}
\]  

for homonuclear diatomic molecules in even rotational levels and Parker’s rotational energy gain function

\[
\Delta E_r (E) = \left[ E/2 + (2\pi/3)(EE^*)^{1/2} + (\pi^2/4 + 2)E^* \right] / Z_w^*,
\]

where \(E^*\) is the potential well depth and \(Z_w^*\) is the limiting value of Parker’s rotational collision number.\(^4\)

3. Monte Carlo Simulation

The Monte Carlo simulation of rarefied nitrogen molecules contained between two parallel plates maintained at the constant cold \((T_c=79K)\) and hot \((T_h=294K)\) temperatures is carried out using the NC-DSMC method\(^1\) corresponding to the experimental conditions of Alols et al.\(^4\) The distance between the plates is taken to be \(L\). The origin \((x=0)\) of the position coordinate \(x\) perpendicular to the plates is taken at the center plane; the positions of the cold and hot plates are taken to be \(x=-L/2\) and \(L/2\), respectively. The computation domain between the plates is divided into small collision (data) cells with the same size of \(\Delta x=L/100\). At initial time a large number of simulation molecules \((N=10^6)\) are uniformly distributed between the plates with the equilibrium translational (Maxwell) and rotational (Boltzmann) distributions at the cold plate temperature \(T_c\). The simulation procedures for molecular collisions described in Ref. 1 and for free molecular motions with collisions with the plates during a small time step \(\Delta t\) are separately repeated. The reflection coefficients \(\alpha_t\) and \(\alpha_r\) for the cold and hot plates are assumed to be identical. After the steady state is established, the physical quantities such as the rotational distribution \(y_j (\Sigma y_j=1)\) and the rotational
temperature $T_r = \Sigma_j (E_j/k)y_j$ are calculated from accumulated molecular data.

The VSS parameters for nitrogen are taken to be those determined in Ref. 5 over the temperature range 100-300K corresponding to the plate temperatures $T_1 = 79K$ and $T_0 = 294K$; i.e., $\omega_0 = 0.387$ and $c' = 603$ for $\sigma_x(\varepsilon) = c'(\varepsilon/k)^{\omega}$ in Å² and $\omega_0 = -0.0816$ and $c_0 = 2.595$ for $\alpha = c_0(\varepsilon/k)^{\omega_0}$. The SICs parameters for nitrogen are taken as those employed in Ref. 1; i.e., $\theta_r = 2.878K$, $E^*/k = 91.5K$, and $Z_r = 21$.

The experimental Knudsen number $K_{n_0} = \lambda_n/L$ may be defined using the hard-sphere mean free path $\lambda_n = (\sqrt{2n_0} \sigma_0)^{-1}$ with the hard-sphere cross section $\sigma_0$ and the number density $n_0$ at the center plane. The value of $\sigma_0$ may be evaluated from the Knudsen number $K_{n_0}$ and the density $\rho_0 = mn_0$ indicated in Fig. 4 of Ref. 4, the molecular mass $m$, and the experimental plate distance $L = 2.28$ cm to be $\sigma_0 = m(\sqrt{2L} \rho_0 K_{n_0})^{-1} (45.5A)$. On the other hand, the center-plane number density $n_0$ cannot be evaluated a priori in the Monte Carlo simulation, where the mean free path is defined using the average number density $\langle n \rangle$ between the plates, and an iterative procedure is employed to obtain the value of $K_{n_0}$ close to the experimental one.

4. Results and Discussion

The number density $n$ normalized by its centerplane value $n_0$ is compared in Figs. 1-5 between the Monte Carlo results for $\alpha = \alpha_1 = 1.0$ ($K_{n_0} = 0.588$, 0.293, 0.193, 0.111, and 0.054) and for $\alpha = \alpha_0 = 0.82$ ($K_{n_0} = 0.582$, 0.290, 0.190, 0.110, and 0.054) and the experimental data for $K_{n_0} = 0.583$, 0.288, 0.191, 0.110, and 0.053, respectively, where the thermal accommodation coefficients were evaluated to be 0.82 from the free molecular heat-transfer measurements; the Monte Carlo values of $K_{n_0}$ obtained by
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**Fig. 1** Comparison of number density distribution between the Monte Carlo ($\alpha = \alpha_1 = 1.0$, $K_{n_0} = 0.588$; $\alpha = \alpha_0 = 0.82$, $K_{n_0} = 0.582$) and experimental (○: Ref. 4, $K_{n_0} = 0.583$) data

![Figure 2](image2.png)

**Fig. 2** Same as Fig. 1; Monte Carlo ($\alpha = \alpha_1 = 1.0$, $K_{n_0} = 0.588$; $\alpha = \alpha_0 = 0.82$, $K_{n_0} = 0.582$); experimental (○: Ref. 4, $K_{n_0} = 0.583$)
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**Fig. 3** Same as Fig. 1; Monte Carlo ($\alpha = \alpha_1 = 1.0$, $K_{n_0} = 0.588$; $\alpha = \alpha_0 = 0.82$, $K_{n_0} = 0.582$); experimental (○: Ref. 4, $K_{n_0} = 0.583$)
a single iteration agree with the experimental ones within 2%. The Monte Carlo results for $\alpha_t=\alpha_r=1.0$ and 0.82 agree well with the experimental data; for $Kn_0=0.583$ the Monte Carlo results for $\alpha_t=\alpha_r=1.0$ ($Kn_0=0.588$) are in better agreement with the measured data than for $\alpha_t=\alpha_r=0.82$ ($Kn_0=0.582$). The effects of the reflection coefficients on $n/n_0$ for $Kn_0=0.583$ are investigated over the range $0.5 \leq \alpha_t \leq 1.0$ but the best agreement is obtained for the fully diffuse reflection ($\alpha_t=\alpha_r=1.0$). The difference of the number density distribution between $\alpha_t=\alpha_r=1.0$ and 0.82 decreases with the decrease in $Kn_0$ especially near the hot plate.

The translational ($T$) and rotational ($T_r$) temperatures normalized by the cold plate temperature $T_c$ are shown in Figs. 6-10 for $\alpha_t=\alpha_r=1.0$ and 0.82 corresponding to the Knudsen numbers indicated for $n/n_0$ (Figs. 1-5). The discrepancy between the translational and rotational temperatures is larger near the hot plate than the cold plate and decreases.

---

**Fig. 4** Same as Fig. 1; Monte Carlo (---: $\alpha_t=\alpha_r=1.0$, $Kn_0=0.111$; - - - : $\alpha_t=\alpha_r=0.82$, $Kn_0=0.110$); experimental (o : Ref. 4, $Kn_0=0.110$)

**Fig. 5** Same as Fig. 1; Monte Carlo (---: $\alpha_t=\alpha_r=1.0$, $Kn_0=0.054$; - - - : $\alpha_t=\alpha_r=0.82$, $Kn_0=0.054$); experimental (o : Ref. 4, $Kn_0=0.053$)

**Fig. 6** Translational (---: $\alpha_t=\alpha_r=1.0$, $Kn_0=0.588$; - - - : $\alpha_t=\alpha_r=0.82$, $Kn_0=0.582$) and rotational (--- : $\alpha_t=\alpha_r=1.0$, $Kn_0=0.588$; - - - : $\alpha_t=\alpha_r=0.82$, $Kn_0=0.582$) temperature distributions

**Fig. 7** Translational (---: $\alpha_t=\alpha_r=1.0$, $Kn_0=0.293$; - - - : $\alpha_t=\alpha_r=0.82$, $Kn_0=0.290$) and rotational (--- : $\alpha_t=\alpha_r=1.0$, $Kn_0=0.293$; - - - : $\alpha_t=\alpha_r=0.82$, $Kn_0=0.290$) temperature distributions
with the decrease in Kn_{\theta}. The difference of the temperature distributions between \( \alpha_0 = 1.0 \) and 0.82 decreases with the decrease in Kn_{\theta} especially near the cold plate.

The reduced rotational distribution \( y_j / g_j \) relative to that of the ground level (J=0) versus the rotational energy \( E_j \) in K is presented in Figs.11-15 for \( \alpha_j = \alpha_0 = 1.0, \) (Kn_{\theta} = 0.588, 0.293, 0.193, 0.111, and 0.054); the difference of \( \ln \left( \frac{y_j / g_j}{(y_0 / g_0)} \right) \) between \( \alpha_j = \alpha_0 = 1.0 \) and 0.82 is small. It is noted that the rotational distribution near the cold plate indicates the bimodal form represented approximately by the merging of two Boltzmann distributions at the cold and hot plate temperatures; for the smallest Knudsen number Kn_{\theta} = 0.054 the rotational distribution tends toward the local Boltzmann distribution.

In the Monte Carlo calculation, the total (trans-
lational and rotational) heat transfer \( Q \) is nondimensionalized by \(< \rho > c^2/2\), where \(< \rho > = m/n >\) is the average density between the plates and \( c = (2kT/m)_{m/n}^{1/2}\) is the most probable speed at the cold plate temperature. The nondimensional free molecular value \( Q_{zm}/(< \rho > c^2/2)\) is also obtained by the Monte Carlo simulation without molecular collisions. The total heat transfer normalized by its free molecular value, \( Q/Q_{zm} = (Q/(< \rho > c^2/2))/[Q_{zm}/(< \rho > c^2/2)]\), versus the inverse Knudsen number \( 1/Kn_{p}\) is presented in Fig. 16 for \( \alpha = \alpha = 1.0\) and \( 0.82\) \( (T_{m}/T_{c} = 3.72)\). It is confirmed that the values of \( Q/(< \rho > c^2/2)\) or \( Q_{zm}/(< \rho > c^2/2)\) for the cold and hot plates are coincident within \( 1\%\). Because there exist no experimental data at a large plate-temperature difference, the measured data\(^b\) of \( Q/Q_{zm}\) at a very small plate-temperature difference \( (T_{m}/T_{c} = 1.03)\), where the free molecular value \( Q_{zm}\) was evaluated from Knudsen’s formula with the thermal accommodation coefficient of \( 0.76\), and the Monte Carlo results obtained for \( \alpha = \alpha = 0.76\) and \( 0.60\) at a small plate-temperature difference \( (T_{m}/T_{c} = 1.28)\) are shown for comparison. The Monte Carlo values of \( Q/Q_{zm}\) increases with the decrease in the reflection coefficients. It is of interest to note that the Monte Carlo values for \( \alpha = \alpha = 0.76\) agree well with the measured data.
data, although the definition of $Q_{fn}$ as well as the reflection and accommodation coefficients and the plate temperatures are different.

5. Concluding Remarks

The SICS(D) model is used for the Monte Carlo simulation of rarefied nitrogen gases contained between two unequally heated parallel plates. It is found that the measured density distributions between the plates at a large temperature difference are well reproduced by the SICS(D) model for the fully diffuse reflection plates. The rotational distribution near the cold plate indicates the bimodal form represented approximately by the merging of two Boltzmann distributions at the cold and hot plate temperatures. It may be of interest to note that the bimodal pattern is similar to that observed in a hypersonic nitrogen shock wave. It is hoped that a measurement of the rotational distribution between the plates at a large temperature difference will be made for the verification of the bimodal pattern.
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7) The units of the center-plane density $p_0$ given in Fig. 4 of Ref. 4 may read $10^8$ g/cm$^3$ rather than $10^9$ g/cm$^3$.

